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Quantum chemical calculations on large supermolecular carbenatier and carbonate mineral clusters are

used to predict equilibrium constants f8#2C-isotope-exchange reactions between (@) agueous carbonate
species, and the common carbonate minerals. For the aqueous species, we evaluate the influence of the size
and conformational variability of the solvation shell, the excharg@relation functional, and the basis set.

The choice of exchangecorrelation functional (PBE vs B3LYP), the basis set (6-31G* vs aug-cc-pVDZ),

and solvation shell size (first shell only vs first shell and a partial second shell) each produce changes of
~5—10 per mil in the reduced partition function ratio. Conformational variability gives rise to a standard
error of~0.5 per mil using~10 solute-solvent conformations. The best results are obtained with the B3LYP/
aug-cc-pVDZ combination, but because the improvements in the basis set and exchange correlation functional
drive the reduced partition function ratios in opposite directions, reasonably good results are also obtained
with the PBE/6-31G* combination. To construct molecular clusters representative of mineral environments,

a new method is introduced on the basis of conservation of Pauling bond strength. Using these clusters as
models for minerals, calculations of minerg@as and minerataqueous carbon-isotope fractionation factors,

are in good agreement with experimental measurements. Carbon-isotope fractionation factors for gas, aqueous,
and mineral phases are thus integrated into a single theoretical/computational framework.

I. Introduction carbonate and borate provide motivation for using computational
1213 jsotopic fractionation between gaseous @) the chemistry approaches to help interpret experimental measure-
aqueous carbonate species [@), HCQ~(ag), CQ? (aq)], mentst! Previous work on the aqueous boric acid/borate

and the common carbonate minerals (calcite, dolomite, and system213indicated that computationally affordable theoretical
aragonite) is fundamental to a variety of geochemical processesMethods such as density functional theory (DFT) or Hartree
involving the carbon cycle. Several studies have reported Fock molecular orbital (HFMO) theory with modest doublg-
measurements of carbon-isotope fractionation among specie?as's sets could prowd.e fractionation factors within 1 per mil
in the aqueous COsystemi~® It is well-established that, at of experiment. Calculations on solutevater clusters quenched
equilibrium, CQ(aq) is isotopically lighter than CQy) by about from densﬁ/ functional th_eory molgcular-dynamlcs S|mulat|(_)ns
1 part per thousand (per mil) and that the dissolved ionic species(PFT-MD)supported this conclusion. Because the calculations
HCOs;~(aqg) and C@(aq) are both isotopically heavier than N refs 12 and 14 employed different basis sets, Q|fferent
CO(g). Historically, there has been some disagreement aboutcomputational approaches (HF-MO vs DFT), and different
the extent of fractionation of the agueous ionic species relative Molecular cluster preparation techniques, the level of agreement
to the gad, but recent consensus has gathered around the workPetween the two approaches is compelling, and suggests that
of Zhang et al4 where it was found that HCO(aq) is enriched per mil accuracies might be obtainable in aqueous systems
in 13C by 7.9 per mil and that C9(aq) is enriched if3C by without invoking computationally expensive large basis sets and/
5.9 per mil relative to Cg{g) at 25°C. A potential source of ~ OF anharmonic corrections. In mineral systems, previous #ork
error results from incomplete knowledge of the speciation of USing DFT pseudopotential/planewave methods in a lattice
HCOs~(ag), CQ? (aq), and C@aq). In particular, the role of dynamics context has been able to reproduce measured frac-
ion pairs, such as NaGO(aq) and NaHC@agq), on fractionat- tionation between calcite and aragonite with high accuracy.
ing 121 among the carbonate and bicarbonate species in Isotope fractionation factors have been measured and calculated
solution is not well understodtt® For carbonate minerals, N the gas phase to understand strong hydrogen bnds.
measurements have shown that calcite is enriched by ap- The broad geochemical significance of the carbon cycle,
proximately 1 per mil in’3C with respect to HC@ (aq) and controlled, in part, by aqueous carbonate species and carbonate
that aragonite is enriched by about 1.8 per m#i@ with respect ~ Minerals, underscores the importance of assessing the perfor-
to calcité 10 at 25°C. mance of theoretical methods for predicting carbon-isotope
The difficulties of making accurate isotopic measurements fractionation in the aqueous carbonate system. This paper reports
on aqueous systems with dynamic chemical speciation such agesults of a DFT and MO theory investigation of carbon-isotope

P — - - fractionation between C{y), aqueous carbonate species, and
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factors across the range of gas, aqueous, and solid-state systems The Redlich-Teller product rulé* for isotope effects in
with approximately 1 per mil accuracy, close to the level needed harmonic vibrational frequencies must be obeyed by any set of
for the calculations to be useful to the geochemical community. harmonic vibrational frequencies:

Two innovations introduced in this paper make it possible to

address this question. First, we use DFT-MD as a systematic M’ m on

procedure for the generation of large numbers of selatdvent (—) (—) = Z In—

conformations. Such an approach has been used to develop a M m [ @

model for aqueous Clat high temperature<. These methods

follow on the initial work of Stillinger and Weber on inherent whereM’ (M) refers to the mass of the molecule containing the
structures in wate¥® Previous quantum chemical studies of isotopically light (heavy) atormi (m) refers to the atomic mass
isotope fractionation in solution have been based on a limited of the isotopically light (heavy) atom, and tg; (wi) are the
number of solute-solvent conformations without any methodical  light (heavy) harmonic frequencies which we predict from our
way of searching for conformers. This approach might not electronic structure calculations. For g@or example, taking
recover the potential diversity of conformations present in the the 2C mass of 12.00000, tH€C mass of 13.00335, and the
system, potentially biasing the results of the calculations to the %0 oxygen mass of 15.99491, the left-hand side is equal to
particular conformations chosen to represent the system. An0.08662. The sum of the logarithms of the ratios of the light
important aspect of our study is the extraction rofiltiple isotope frequencies to the heavy isotope frequencies, over all
solvent-solute conformations from DFT-MD simulations, giv- the harmonic normal modes, must be equal to 0.08662 for any
ing a better understanding of the error inherent in the super- harmonic potential for C® For quantum mechanical calcula-
molecule approach to estimating isotopic fractionation factors. tions of harmonic frequencies for small molecules, adherence
Second, we introduce a new method of representing crystallineto the Redlich-Teller rule is not a major issue. However, for
systems with molecular clusters based on conservation of calculations on larger molecular systems, and with continuum
Pauling bond strength. Our method increases the flexibility of solvent models with numerical Hessians, the Redtitbller
using molecular codes for calculations of models of solid-state product provides insight into the quality of the calculations and
systems and allows relatively seamless integration of calcula-is a test of the quality of the reduced partition function ratio.
tions on gas, aqueous, and solid-state systems. I1.B. Aqueous SpeciesThe simplest approach to the predic-
tion of IFFs is to calculate the frequencies of the individual

Il. Methods

II.A. Isotope Fractionation Calculations. To calculate the
vibrational frequencies needed for determination of isotopic
fractionation factors, one can use empirical force field ap-
proaches or electronic structure methods to calculate the

necessary second and possibly higher derivatives. For this study

we use DFT® and molecular orbital theory with correlation
treated at the second-order Male?lesset (MP2) levél-?1to
predict the vibrational frequencies. The accuracy of the results
will depend on the approach used to calculate the electronic
structure, the basis set, and the choice of the model system, i
this case: (i) a single molecule with continuum solvent, (ii)
the solute with an explicit first solvation shell embedded in
continuum solvent, and (iii) the solute with explicit first and a
(partial) second solvation shell.

Given the harmonic frequencies of the minimum-energy
structure one can calculate the partition functions needed to
predict carbon-isotope fraction. The reduced partition function
ratio (RPFR) (o1B) in the harmonic approximation is given by

Qn

Uy %2 1 —g

Q i Upl—e

B= @)

efu|,/2
where Uy = Ac2zwn)ilkT. The wn)y are the frequencies
(usually in cnT?) for the heavyg, 13C) and light {, 12C) isotopes

n

molecules or ions either as isolated species or with a self-
consistent reaction field (SCRF) appro#dio model the solvent.
The geometry is optimized and the second derivatives of the
energy with respect to the nuclear coordinates are evaluated in
the continuum solvent to obtain the vibrational frequencies in
the harmonic approximation as well as the normal modes.

" For the small-molecule/SCRF calculations, we used the
Gaussian03 softwateat the DFT and molecular orbital theory
MP2 levels. For the DFT calculations, we chose the pure DFT
exchange-correlation functionals PBE, PW912829 and
BP863031 as well as the B3LY#32 hybrid functional as
implemented in Gaussian03. The augmented, correlation-
consistent aug-cc-pVDZ basis Sétwhich contains diffuse
functions for the accurate treatment of anions, was used for these
calculations. For the SCRF, calculations were done with the
polarizable continuum models PCM, CPCM, and IEFPEM
implemented in Gaussian03, and with the COSMO mid
implemented in the PQS softwaté.

An improved structural model is to embed the solute §CO
HCO;~, COs%7) in a number of water molecules to form a so-
called “supermolecule”, find a stationary structure with zero
forces, and calculate the second derivatives (see refs 12 and 38
for application of this method to isotope fractionation in the
aqueous boron system). The main computational bottleneck in
this approach is the generation of independent representative
solvent-solute configurations and subsequent optimization of

and the product extends over all characteristic frequencies ofthe large supermolecular clusters at a reasonable level of theory.

the molecule or supermolec#g?® The equilibrium isotope
fractionation factor (IFF) between speciesndj is then given

by o = Bilf;. oj > 1 means that the heavy isotope is
concentrated in speciésin referring to fractionation factors it

is convenient to use the standakg™notation wheres; = (o

— 1) x 1000. The calculated results for comparison to
experiment depend on the quality of the harmonic frequencies,

which depend on the computational method, and the approxima-

tion that the isotope fractionation factor depends only on the

We use DFT-MD simulations as an efficient way to generate
representative configurations sampling important areas of the
potential energy surface for subsequent study. After extraction
of these configurations from the DFT-MD trajectories, they are
optimized to a local minimum-energy configuration. Recent
advances in optimization techniques for molecular clugteen
substantially reduce the time needed for energy minimization
which can be difficult due to the significant number of floppy
modes. The use of DFT-MD to generate appropriate starting

harmonic frequencies. There is an extensive literature on the configurations allows the calculation of isotopic fractionation

calculation of vibrational frequencies that we do not review here.

for not just a single cluster, but for many minimum-energy
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boundary conditions were then removed, and the configurations
were optimized in the gas phase using the PQS quantum
chemistry package version $3We used the 6-31G* Gaussian
basis set with the same PBE and B3LYP excharg®relation
functionals described above. For the ionic species, we also
investigated smaller supermolecular clusters HZBO~ and
COz9H,0?", taking just the first solvation shell obtained from
the DFT-MD trajectories. For some of these calculations, we
estimated the effects of the second- and larger-shells using SCRF
methods. We used both COSMO as implemented in PQS and
PCM as implemented in Gaussian03. For selected systems, we
also present results using the aug-cc-pVDZ basis set.

Geometry optimization of the large 32-water clusters was
carried out in delocalized cluster coordin&fesising the
eigenvector-following algorithdt and the default settings in the
PQS code. To accelerate the initial optimization from the
configurations generated by DFT-MD at 300 K, we used the
Fourier-transform Coulomb (FTC) methtSdwith the PBE
functional and the 6-31G* basis set. After the PBE-FTC
optimizations were complete, the configurations were re-
optimized with the B3LYP functional (without the FTC method).
In one or two configurations for each species, the solute
molecule migrated to the outside of the cluster during optimiza-
tion. These conformations were not considered in the subsequent
analysis.

At least 13 usable configurations were produced for each
species. Our final results are not weighted according to the
energy of the associated conformer because artificial surface
effects could influence energetic differences. If the RPFR values
were Boltzmann-weighted, there would be even less variation
in the fractionation factors. Therefore, the statistical uncertainties
in the RPFR values for the aqueous species are probably
overestimated in our approach.

II.C. Carbonate Minerals. We introduce here a general
method that enhances the flexibility of molecular clusters to
represent molecular environments in extended crystalline sys-
tems. The method, which we will refer to as the Pauling bond
strength (PBS)-conserving termination method, is guaranteed

conformations of the distribution of water molecules around the t0 generate a neutral, autocompensated cluster. Clusters were
solutes. The presence of multiple conformations provides a €xtracted from known CaC{aragonite}}’ CaCQ (calcite);®
means of assessing the errors introduced due to accessibl&€aMg(CQ) (dolomite)® and magnesite MgCgmagnesitef
stationary solvent configurations that are close to (but not exactly Crystal structures, with the origin set at a central carbonate unit
at) the global minimum energy. (see Figure 2). The clusters were con.structe.d by incorporating
DFT-MD simulations were carried out using the method of all Ca, Mg centered polyhedra sharing oxide ions with the
Car and Parrinel® as implemented in NWChem release central carbonate. In turn, all carbonate groups attached to the
4.7%1.4 pseudopotentials were taken from Troullier and Mar- calcium/magnesium polyhedral units were extracted and kept
tins 43 We used the PBE exchangeorrelation functionaf with whole. Broken bonds between the oxide ions of the second
an energy cutoff of 90 au (atomic units 1 hartreex~ 627.5 carbonate shell and external calcium/magnesium ions were
kcal/mol) for the plane-wave basis. The fictitious maswas saturated with “link” atoms placel A from the oxide ion along
set at 400 au, and the time step set at 3 au (%2807 s). the broken Ca, Mg O bond. The charges of the link atoms are
Electronic and nuclear degrees of freedom were attached toset equal to the Pauling bond strength (charge/coordination
separate NoseHoover thermostats at 150 and 300 K, respec- number) of the “removed” metal ion. For the rhombohedral
tively. The mass parameter for both thermostats was set to 250carbonates calcite, dolomite, and magnesite where the divalent
au® To check the potential size dependence of the DFT-MD cations are in octahedral coordination, the charge is 2/6; for
results for the ionic systems, we carried out calculations on aragonite, where calcium is 9-fold coordinated, it is 2/9.

CO5(32H,0)*

h ?
HCO(2H0) oo }3 { ?

o% T
*9 P‘

Figure 1. Representative 32-water clusters for £&0]), CQ? (aq),
and HCQ (ag). Oxygen atoms are red, protons are pink, and carbon
is black.

systems with both 32 and 64 water molecules. For The-CO
(aq) system we used only 32 water molecules.
In obtaining the IFFs, we limit our calculations to the 32-

Our algorithmic approach removes much of the arbitrariness
involved in terminating such a cluster with hydrogen atoms with
a full nuclear charge because it is not necessary to decide which

water systems. Fifteen configurations for each species, consistingerminating groups get hydrogen atoms and at the same time
of 32 water molecules and one solute molecule, were extractedsatisfying charge neutrality constraints. Simply terminating the
from the DFT-MD trajectories at 1 ps intervals near the end of cluster with hydrogens of full charge can give clusters with large
production runs (see representative structures in Figure 1). Atompositive charges that are unphysical and can even lead to SCF
coordinates were shifted to place the carbon atom of the soluteconvergence problems as well as issues with geometry optimi-
molecule at the center of the repeating cell. The periodic zations.
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aragonite

Figure 2. Clusters for rhombohedral and orthorhombic carbonate phases. The position of the black carbon atom and positions of the red oxide ions
and divalent metal ions (Ca,Mg; blue) are fully optimized and included in the harmonic frequency calculations. Gray carbon atoms and yellow
oxygen atoms are fixed in their experimental lattice positions and excluded from the frequency calculations. Link atoms are pink ah@/Bave a
charge for the rhombohedral carbonates (calcite, dolomite, magnesite), 8249 &harge for the aragonite.

The 3-21G basis set for hydrogen was assigned to the link Ill. Results

atoms. The 3-21G basis set was used for all C nuclear centers ||| A. Aqueous Species with Continuum Solvent.The first
(except at the central carbonate) and for all oxide ions not set of calculations was done on gas-phase, E2C0s, HCOs™,
attached to calcium/magnesium metal centers. The 6-31G* basisand CQ?~ as well as these molecules/ions embedded in solvent
set was assigned to all calcium/magnesium metal centers, allmodeled by a SCRF. The calculated bond distances for the
oxide ions attached to the divalent metal centers, and to theneutral species are shown in Table 1 (bond distances for the
central carbonate group. All atoms and link atoms with 3-21G ionic species are given in the Supporting Information). Fog,CO
basis functions were held fixed while the positions of the rest the G=O bond distance ranges from 1.167 to 1.180 A in the
of the atoms were optimized according to the criteria above. gas phase. The shortest value is at the B3LYP level and the

Vibrational frequencies fof’C and*C centered clusters were Io_ngest is at the MP2 level. The PBE functional predicts bond

calculated from an analytical Hessian restricted to the optimized dlstancgs slightly shorter than the MP2 value_. The calculated
. . . - . .~ bond distances are all longer than the experimental value of
atoms. The partial block Hessian matrix was diagonalized using 1.1621 A. The inclusion of a solvation model does little to affect
the Jacobi method to find the frequencies and normal modes. ., | :
. o . the calculated bond distances.

One must take care to avoid projecting out the translational and The HCO; molecule hasC,, symmetry with a short €0
rotational degrees of freedom, as this is not appropriate for any 4 21q two long €O bonds. The €0 bond distances vary
embedded cluster and is often done automatically in quantumg.om 1 210 (B3LYP) to 1.222 (BP86) A and the-© bond
chemistry codes. Similar partial Hessian techniques have beeryjstances vary from 1.343 (B3LYP) to 1.357 (BP86) A. The
described previousl$? RPFR values were then calculated by gcRrF lengthens the=60 bond distance by about 0.01 A and
applying a modified version of eq 1 without the leadingu shortens the €0 bond distance by a comparable amount. The
ratio as in a crystal there are no rotational/translational terms. C structure, generated by rotation about ore@H) bond, is
The RPFRs for the mineral species were numerically extrapo- of higher energy.
lated to infinite temperature, and the limiting value/as T HCO;™ is predicted to have one long-® bond involving
— oo value was divided intg@(T) to recover the proper high-  the O bonded to the H atom and two shorter@bonds which
temperature limif! differ by about 0.02 A in the gas phase. The long@ bond
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TABLE 1: Bond Lengths R (A) for Neutral Species CQ it is appropriate to use harmonic frequencies as input (see
and H,CO; at Various Levels of Theory Using the discussion in ref 14). For both the DET and MP2 Hamiltonians
aug-cc-pVDZ Basis Set and all continuum solvation models (PCM, CPCM, IEFPCM),
bond distance method gaR)( SCRF(R) the RPFR values of the ionic species are much smaller than the
Cco, COx(g), making the solvated ions isotopically light relative to
Cc=0 B3LYP 1.1673 1.1670 CO4(9), in contradiction to experiment. Hence, IFFs cannot be
C=0 MPp2 1.1802 11791 predicted on the basis of a single ionic species with the SCRF
Cfo PBE 1.1787 11781 solvation model; at least some explicit waters of solvation are
C=0 PW91 1.1776 1.1797 . . .
c=0 BPS6 11796 11790 neeo_led to correctly predlct even the sign of the carbon-isotope
fractionation factors in aqueous systems. Although the SCRF
H2COs . . .
c=0 B3LYP 1.2104 1.2200 approach per_formed poorly when diffuse ba3|s_ func_tlor_ls are
c=0 B3LYP 1.3437 1.3354 used, we carried out some (unreported) calculations, indicating
O—-H B3LYP 0.9690 0.9929 that better results are obtained with the 6-31G* basis. Because
C=0 MP2 1.2180 1.2256 we are interested in anions, which are known to be better treated
8:3 ,\'\;I'Eg é-ggg é-g’ggg with diffuse functions in the basis set, we did not pursue this
C=0 PBE 12212 12300 issue further, as the improvement with the less robust basis set
c—0 PBE 1.3549 1.3466 is probably accidental. All of the pure DFT functionals (PBE,
O—H PBE 0.9782 1.0043 PW91, BP86) give very similar results with smaller RPFRs than
C=0 PW91 1.2201 1.2287 obtained with the B3LYP and MP2 Hamiltonians. As shown
c-0 PWal 1.3535 1.3456 in Table 3, the MP2-PCM combination yielded harmonic
8;8 g\lljvgsl 2:%;2 i'_gggg frequencies deviating significantly from the Redlich-Teller
c—0 BP86 1.3567 1.3489 product.
O-H BP86 0.9792 1.0054 I11.B. Aqueous Species with Explicit Waters of Solvation.

To include specific waters of solvation, we took configurations
generated from the DFT-MD simulations. The-O and C-H
radial distribution functions from the periodic CéaParrinello
DFT-MD calculations for the species G@g), HCQ (aq), and
CO4%(aq) are shown in Figure 3. Nonpolar g@q) is poorly
hydrated with a small preference for the hydrogen end of the
water molecules to be oriented toward the oxygen. The charged
species, bicarbonate and carbonate, as expected, are more
strongly hydrated. HC® (aq) has a hydration shell of-8
water molecules with-34 hydrogen bonds formed between the
oxygen atoms of the bicarbonate ion and the hydrogen atoms
) . . from the solvating water molecules. The carbonate ion has a
fra-;rr]r?e?l?nii dﬁct:ag_c eb'; (;ﬁlljt;:-ng.tggnz.frzgat;?t;E;hggp hydration shell of~9—10 water molecules and accepts, on
functional predicts the shortest bond distance and the BP86,a\/er""ge’N8 hydr_ogen bonds from the surrounding solvept. The
the longest bond distances. Inclusion of the SCRF shortens theoverall system-size dependen_ce of the structure Qf th.e first shell
C—0 bond distance in C& by 0.01 A is small, but particularly for bicarbonate, the varlab|llty of the
The calculated frequencies for G@nd HCOs are given in first shell appears larger in the 32-water sygtem than in the 64-
Table 2; those for HC@ and CQ?™ are given in the Supporting water system. The 64-water systemsAdlsp]ay a small but
Information. For CQ(g), the experimental frequencies including reproduublg second.-shell peak near 5.5 A. Th'.S feature is better
anharmonicit}? are 2349.16, 1288.17, and 667.40émThe  d€veloped in the bicarbonate system than in the carbonate
experimental harmonic frequencidg* are 12C160, (13C160y), system. Each trace of the 'radlal .dlstnbutlon function in Figure
2396.30 (2328.03), 1353.62 (1353.62), and 672.83 (653.72)° 'EPresents a separate simulation of 6 ps. o
cmL. The experimental values fap are matched by the The RPFRg predicted from the superm_olecule vibrational
calculated values at the B3LYP level to within ten émThe frequencies with the PBE and B3LYP functionals at’Z5are
calculated values all lie below the measured values. The Mp2diven in Table 4. For the HC&VH,O™ and CQ-9H,0?~ (used
values are quite close to experiment for the asymmetric stretch!0 model a single solvation sh_ell) we report results for both the
and the bend but are too low by almost 50 énfor the 6-31G* and aug-cc-pVDZ basis sets. For the large-82)4,0,
symmetric stretch at the aug-cc-pVDZ level. The other func- HCOs32H,0™, and CQ32H,0* clusters, we only include
tionals all predict frequencies that are too low and show errors "ésults for multiple conformers with the 6-31G* basis set. We
of up to 60 cn! for the asymmetric stretch. The effect of the also provide calculations for single conformers of HERH,O~
solvent at the SCRF level is to substantially decrease the and CQ:32H,0?" at the B3LY/aug-cc-pVDZ level. The carbon-
asymmetric stretch. The symmetric stretch increases by differentisotope fractionation factors ihicarbonate cox(g): €carbonate Cox(g):
amounts dependent on the SCRF approach. The bend is2Ndecoysaq)-coyg) NOtation, are given in Table 5 at 2& and
predicted to decrease on solvation. The largest isotopic shift is &re shown as a function of temperature in Figure 4, where they
found for the asymmetric stretch. are compared to the expressions derived from isotopic frac-
Table 3 gives the reduced partition function ratios (RPFRs, tionation measurements given in ref 4. The temperature de-
B in eq 1) for the unsolvated and SCRF-solvated species. It Pendences afsicamonate coxg) @NUecarbonate coxg) are Very similar
should be emphasized that we do not apply scaling factors toand consistent with experimental measurements.
the calculated frequencies because the scaling factors, in part, The results in Tables 4 and 5 reveal a complicated dependence
correct for vibrational anharmonicity. Because we are using a of the calculated RPFRs and IFFs on the size of the cluster, the
harmonic partition function to predict the isotope fractionation, functional, and the basis set. For the solvated species, the RPFRs

distance is 0.180.12 A longer than in HCOs. The short CQ
bond distances within the delocalized £0noiety in the anion

are 0.03-0.05 A longer than in KHCOs. Again, the B3LYP
functional predicts the shortest bond lengths and BP86 predicts
the longest bond lengths. The inclusion of solvation effects at
the SCRF level dramatically shortens the long-@ bond
distance by almost 0.05 A and makes the ,C@oiety have
approximately equal bond lengths by lengthening the shetrt C

O bond distance more than the longerQ bond distance in
the CQ~ fragment.
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TABLE 2: Vibrational Frequencies (cm~1) for Neutral Species CQ and H,CO3 at Various Levels of Theory Using the
aug-cc-pVDZ Basis Set (aug-cc-pVTZ Results Also Included for Cgg) for B3LYP and MP2 Hamiltonians)

gas PCM gas PCM
CO, 12c 18C 12c 15C CO 12c 15C 12c 15C

experiment®>4 MP2 (aug-cc-pVTZ)

C=0 asymm stretch 2396.30 2328.03 =0 asymm stretch 2401.6 2333.5

C=0 symm stretch 1353.65 1353.62 =0 symm stretch 1325.8 1325.8

O=C=0 bend 672.83 653.72 €C=0 bend 658.6 639.9

B3LYP PBE

C=0 asymm stretch 2388.8 2320.9 2338.9 2272.3 =QCasymm stretch 2343.9 2277.2 2303.0 2237.5

C=0 symm stretch 1354.5 1354.5 1356.1 1356.1 =@symm stretch 1307.5 1307.5 1309.8 1309.8

O=C=0 bend 666.6 647.6 659.1 640.4 =Q@=0 bend 639.6 621.4 633.4 615.4

B3LYP (aug-cc-pVTZ) PW91

C=0 asymm stretch 2399.6 2331.5 =0 asymm stretch 2343.6 2276.9 2302.4 2236.8

C=0 symm stretch 1368.5 1368.5 = symm stretch 1308.7 1308.7 1311.0 1311.0

O=C=0 bend 673.7 654.6 ©C=0 bend 639.9 621.7 633.7 615.7

MP2 BP86

C=0 asymm stretch 2379.5 2311.8 =0 asymm stretch 2331.2 2264.9 2290.2 2225.0

C=0 symm stretch 1305.5 1305.5 =0 symm stretch 1301.5 1301.5 1303.8 1303.8

C=0=0 bend 655.4 636.8 ©C=0 bend 638.2 620.0 632.0 614.1

gas PCM gas PCM
H>COs 2c 15C 2c 15C H.CO3 2c 13C 12c 15C

B3LYP PBE (cont'd)
O—H symm stretch 3788.6 3788.6 3265.0 3265.0 —@symm stretch 938.9 936.8 954.8 9529
O—H asymm stretch 3786.0 3786.0 3248.9 3248.8 ;0@ 757.0 7343 757.6 7339
C=0 stretch/G-H symm bend 1816.0 1770.4 1724.6 1680.5 =@—O bend 594.0 593.1 570.2 568.4
C—0 asymm stretch/OH asymm bend 1453.8 1421.7 1419.2 1387.8 —CE-O bend 570.4 568.8 544.6 5423
O—H symm bend 1294.9 1294.7 1255.8 1255.8 —KDsymm bend 520.9 5209 535.6 5355
C—0 asymm stretch/©H asymm bend 1163.7 1155.6 1135.2 1127.9 —HDasymm bend 520.0 517.7 458.4 458.4
C—0 symm stretch 9719 969.7 987.9 985.8 PW91
COsinv 7916 767.8 790.6 765.9 -€Hsymm stretch 3676.2 3676.1 3123.7 3123.7
C=0—0 bend 602.7 601.7 5939 592.0 -® asymm stretch 3673.0 3673.0 3108.1 3107.9
O—C—0O bend 5947 593.1 565.4 563.1 =0 stretch/G-H symm bend 1765.1 1720.8 1682.9 1639.8
O—H asymm bend 541.7 539.4 541.8 541.7 —@asymm stretch/©H asymm bend 1408.4 1377.5 1373.1 1343.1
O—H asymm bend 534.3 534.3 468.2 468.2 —@symm bend 1253.7 1253.5 1215.7 1215.6
MP2 C—0O asymm stretch/©OH asymm bend 1118.2 1110.3 1091.5 1084.2
O—H symm stretch 3788.7 3788.7 3216.6 3216.6 —Q@symm stretch 940.4 938.3 955.2 953.3
O—H asymm stretch 3786.9 3786.8 3200.6 3200.5 300 7576 7349 758.1 7344
C=0 stretch/G-H symm bend 1815.5 1769.7 1733.1 1689.4 =@—O bend 593.3 592.4 570.5 568.7
C—0 asymm stretch/©OH asymm bend 1452.6 1420.7 1409.9 1379.2 —CE-O bend 570.6 569.0 544.8 5425
O—H symm bend 1295.5 1295.3 1258.4 1258.4 —Hsymm bend 520.9 5209 533.3 5332
C—0 asymm stretch/©H asymm bend 1166.5 1158.3 1139.0 1131.9 —HDasymm bend 520.8 5185 456.2 456.2
C—0 symm stretch 965.3 963.3 989.5 987.6 BP86
COsinv 788.8 7649 7834 7612 -€Hsymm stretch 3659.9 3659.9 3103.4 3103.4
C=0—0 bend 606.1 6054 610.4 608.8 —® asymm stretch 3657.0 3657.0 3088.0 3087.9
C—0—0 bend 593.8 592.1 579.6 577.4 =0 stretch/G-H symm bend 1756.3 1712.3 1674.3 1631.5
O—H symm bend 542.6 540.3 518.9 518.8 —0Oasymm stretch/OH asymm bend 1402.4 1372.0 1366.2 1336.9
O—H asymm bend 536.8 536.8 445.3 4453 —B@symm bend 1251.4 1251.2 1213.6 1213.6
PBE C-0 asymm stretch/OH asymm bend 1113.4 1105.2 1086.4 1078.7
O—H symm stretch 3672.5 3672.5 3117.3 3117.3 —@symm stretch 933.2 931.1 9475 9456
O—H asymm stretch 3669.4 3669.4 3101.7 31015 ;0@ 754.1 7315 754.8 731.2
C=0 stretch/O-H symm bend 1766.1 1721.8 1683.4 1640.3 =@—O bend 590.5 589.6 568.0 566.2
C—0O asymm stretch/©OH asymm bend 1406.8 1375.9 1373.3 1343.3 —@-O bend 568.1 566.5 542.1 539.9
O—H symm bend 1253.2 1253.0 1216.7 1216.7 —KDsymm bend 518.0 516.4 529.6 529.5
C—0 asymm stretch/©H asymm bend 1117.9 1110.1 1093.2 1085.9 —HDasymm bend 516.4 5158 451.4 4514

calculated with B3LYP are consistently 10 per mil more positive of interactions that dominate the intermolecular energetics. For
than those calculated with PBE, regardless of the size of the the solvated ions, the intermolecular interactions are dominated
solvation shell (this is also true of the calculations with no by strong hydrogen bonds which, of course, are not relevant
explicit waters of solvation described above and shown in Table for COx(g). On the other hand, the increase in the RPFR for
3). For CQ(g), the RPFR predicted by the B3LYP functional CO,(g) with the larger basis set is still significant. The larger
is also larger than that predicted by the PBE functional, but the basis set improves the description of the=Q bond as well as
difference is smaller than that of the solvated species. Second providing a better description of hydrogen bonding in the
for both functionals, increasing the size of the solvent shell from solvent. As shown in Tables 4 and 5, that MP2/aug-cc-pVDZ
7 or 9 waters to 32 water molecules increases the RPFRs bycalculations of the IFFs are very close to the B3LYP/aug-cc-
4—5 per mil for the carbonate ion and-3 per mil for the pVDZ calculations.

bicarbonate ion. Third, for the two ions, when the basis setis The dependence of the RPFR on conformation for the PBE/
improved from 6-31G* to aug-cc-pVDZ, there is a8 per 6-31G* 32-water clusters is given in Table 6. The calculations
mil decrease in the RFPRs for both functionals using the single show that errors could be introduced by ignoring the confor-
solvent shell model. In contrast, for G@), the RPFR predicted  mational dependence of the RPFRs. Considering the standard
with the improved basis set is somewltatger than with the error on~10 conformers, the conformation problem is manage-
6-31G* basis set. This difference is due to the different types able and is smaller than the systematic errors associated with
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TABLE 3: Reduced Partition Function Ratios at 25 °C 5
Calculated Using the aug-cc-pVDZ Basis Set at DFT (Using
B3LYP, PBE, PW91, BP86 Exchange Correlation coO
Functionals) and the MP2 Levels 4 2(aq)
gas PCM CPCM |IEFPCM COSMO
CO, 5
B3LYP 1.1935 1.1885  1.1885  1.1885 1.1887 -
B3LYP>  1.1948 =)
MP2 1.1914 1.1806 1.1808 1.1806 1.1839
(0.0800% i
MP2 1.1930
PBE 1.1864 1.1824  1.1822  1.1822
PW91 1.1864 1.1824 1.1822 1.1824 1
BP86 1.1852 1.1810  1.1810 1.1810
expt 1.1943 \ [
(1.19109 0 - : :
H,COs 1 1.5 2 Z.i{ﬂn :mes)3.5 4 4.5 5
B3LYP 1.2099 1.2016 1.2019 1.2016 .
MP2 1.2098 1.1943 1.1943  1.1943 12 - ' T .
(0.0911)
PBE 1.1988 1.1918  1.1919 1.1921 Sl
PW91 1.1993 1.1920 1.1918 1.1920
BP86 1.1972 1.1896  1.1901  1.1896 HCO;(aq)
HCO;~ 8
B3LYP 1.1874 1.1860  1.1861  1.1860 1.1846
MP2 1.1855 1.1761 1.1762 1.1761 1.1806 B sk |
(0.0900§ )
PBE 1.1763 1.1756 1.1749 1.1756
PW91 1.1764 1.1758  1.1755  1.1758 4l .
BP86 1.1746 1.1738 1.1740 1.1737
CO= 2l |
B3LYP 1.1756 1.1809  1.1809  1.1809 1.1830
MP2 1.1721 1.1679 1.1680 1.1679 1.1760
(0.0905y 0 . ; s
PBE 1.1613 11700  1.1697  1.1700 z 2 3 g 3 b
PWO1 1.1616  1.1701  1.1702 1.1701 I (angstroms)
BP86 1.1593 1.1682 1.1680 1.1679 18

"

aCOSMO model as implemented in P@alculation done with
the aug-cc-pVTZ basis sétMP2 continuum solvation model does not
obey the RedlichTeller product rule, value given in parentheses is 141
SIn(wilwi"). ¢ Experimental harmonic(anharmonic) from ref 7.

CO;*(aq)
12
the basis set and Hamiltonian. However, if only a single
configuration had been chosen to represent the system, thereg *
would have been a reasonable chance of obtaining a value=® gl
differing 2—3 per mil from the average value. With 13
configurations, the standard error in the mean is approximately

0.3-0.4 per mil. 4

We also report the Redlich-Teller products for the large 32- ‘
water clusters. For the smaller systems, the Redlictller 25 ’
products were all within 0.00001 of their target value (except 0 : ]
for the MP2-PCM combination mentioned above). For the larger 2 . E z 2 o
systems, the standard error is close to 0.0001. It is possible that FianRsEos)

this error could be improved by tightening convergence tolerance Figure 3. Radial distribution function and running coordination
on the geometry optimization and, for the DFT calculations, gﬁg?)i;fggg h()r/géogsezn ig’_'”ger'eiizﬁGZyzg)mébpéﬂf't?]’eGgeﬁr:?’sctaerrgg .
improving the. size of the grid. This was not exploreg here.; the atom in (top) bic’arbonaie, (middle) carbonate, and (bottom) carbon
average RedlichTeller products are very close to their required gjoxide in the periodic CarParrinello calculations using the PBE
values, and there is no correlation between the RPFR and theexchange correlation functional. Each line represents a trial 6 ps
Redlich—Teller product. However, the deviation could become calculation.
more important as higher accuracies are desired. For the CO
(aq) configurations, three of the Redliefieller products are . . .
in the 0.112 range. These configurations are not included in with PBE are 4__5 per mil !ower than thqse palculated with
the average RPFR. The anomalous results for those thregB3LYP- There is some evidence that this difference may be
conformers, obtained using the same procedures as all the othePMaller when the aug-cc-pVDZ basis is used, but because we
conformers, underscore the importance of checking the Reglich did not perform PBE/aug-cc-pVDZ calculations for any of the
Teller product for each calculated RFPR. 32-water clusters, the suggestion is somewhat speculative. The
The combination of the shifts in RPFRs just described leads basis set has a large effect on the predicted IFFs for the ionic
to systematic variations in the calculated IFFs. For the 6-31G* species, with the aug-cc-pVDZ calculations being abou85
basis set, the values @ficosico.g) andeco,icoyg Calculated per mil lower than the 6-31G* calculations. For the ions,



Carbon-Isotope Fractionation

TABLE 4: Reduced Partition Function Ratios (#'s) for Aquo lons (25 °C)
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method C@32H,0 CO(9) COs32H,0%" HCOx32H,0~
B3LYP/6-31G* 1.1917(2) 1.1909 1.2064(3) 1.2103(4)
[0.1169(3)} [0.1178(1)] [0.1177(1)]
B3LYP/aug-cc-pVDZ 1.1935 1.2015 1.2036
B3LYP/aug-cc-pVDZ 1.1935 1.1991 1.2036
[0.11767] [0.11853]
PBE/6-31G* 1.1823(5) 1.1858 1.1957(3) 1.1989(4)
[0.1173(2)] [0.1174(1)] [0.1176(2)]
Empirical estimate for C&~(aqy 1.1967
Left hand side of eq®l 0.117648554 0.117709226 0.117712946
method CQ9) CGOs.9H,0?~ HCO;TH0™

B3LYP/6-31G* 1.1909 1.2021(3) 1.2080(4)

B3LYP/aug-cc-pVDZ 1.1935 1.1972(3) 1.2013(3)

B3LYP/6-31G*/COSMO 1.2029 1.2014

B3LYP/6-31G*/CPCM 1.2020 1.2030

B3LYP/aug-cc-pVDZ/PCM 1.1966 1.1958

MP2/aug-cc-pvVDZ 1.1914 1.2016 1.1994

PBE/6-31G* 1.1858 1.1925(3) 1.1966(3)

PBE/aug-cc-pvVDZ 1.1864 1.1866(3) 1.1907(3)

PBE/6-31G*/COSMO 1.1917 1.1916

PBE/6-31G*/CPCM 1.1910 1.1923

PBE/aug-cc-pVDZ/PCM 1.1864 1.1857

aFor the large systems, Redliefieller products are given (left-hand side of eq 2) in square brackets (with standard errors in parentheses if more
than one configuration is included)Estimated valueS Estimated by scaling the B3LYP/6-31G*//32H20value by B-B3LYP/aug-cc-pVDZ//
(7,9H20)1/3-B3LYP/6-31G*//(7,9H20)].9 Single configuration® %, In(M'/M) + 3/, In(nym') whereM’' (M) is the mass of the isotopically light
(heavy) cluster and (m) is the mass of the isotopically light (heavy) carbon atom. In the calculations, oxygen mass taken as 15.9994, hydrogen
as 1.007941°C = 12.0,*%C = 13.0.

TABLE 5: Fractionation Factors (25 °C, per Mil)

method

€COy(aq)-COx(g) €HCO3-COy(g) €C03-COxAg)
expt (ref 4) —1.2+0.05 7.93+ 0.05 5.9+ 0.5
PBE/6-31G*//32HO —-3.0+04 11.0+ 04 8.4+ 0.3
B3LYP/6-31G*//32HO 0.7£0.2 16.3+ 0.3 13.0+0.3
B3LYP/aug-cc-pVDZ//32H0? 8.5 (estim) 7.1 (estim)
B3LYP/aug-cc-pVDZ//32HO 8.5 (1 conf) 4.8 (1 conf)
PBE/6-31G*/1st shell 9.1 4.0
PBE/aug-cc-pVDZ/1st shell 4.2 0.2
B3LYP/6-31G*/1st shell 13.7 9.4
B3LYP/aug-cc-pVDZ/1st shell 6.8 35
MP2/aug-cc-pVDZ/1st shell 6.7 (1 conf) 8.6 (1 conf)
B3LYP/aug-cc-pVDZ/PCM/1st shell 2.0 2.7
B3LYP/aug-cc-pVDZ/CPCM/1st shell 1.6 0.9
B3LYP/6-31G*/COSMO/1st shell 8.8 10.1
PBE/aug-cc-pVDZ/PCM/1st shell 0.1 —0.6
PBE/6-31G*/COSMO/1st shell 4.9 5.0

a Estimated by scaling the B3LYP/6-31G*//3281 3 value by [B-B3LYP/aug-cc-pVDZ//(7,9:0)]/(3-B3LYP/6-31G*//(7,9H0)].

calculations on the 32-water system are3per mil higher than (g) is isotopically lighter than Cgaq). The PBE/6-31G*
calculations including only the first solvation shell. calculations yield the correct sense of fractionation between CO
Rather than using a larger supermolecule to try to converge (g) and CQ(aq) but with a larger fractionation than measured
to the infinite-solvent limit, one can also use an SCRF approach experimentally. We note that the interaction of O@th H,O
to model the infinite solvent. Inclusion of an SCRF with the will be dominated by van der Waals forces that are inherently
first solvent shell has the effect of reducing the RPFRs for notincluded in current DFT functionals. Furthermore, although
HCOs~. For the dianion Cg¥, the results are less pronounced. absent from the plane-wave calculations of the hydration
With the B3LYP functional and the aug-cc-pVDZ basis set, the structure, basis set superposition error (BSSE) could play a role
COs2~ RPFRs decrease. With the smaller 6-31G* basis set, theand we have not included this correction. The effect of BSSE
carbonate ion RPFRs slightly increases for both the B3LYP and is likely to be smaller on the frequencies than on the binding
PBE functionals. When the PBE functional is used with the energies. We note that the experimental value for the IFF for
aug-cc-pVDZ basis set, the RPFR for €Odecreases and now  CO; is near zero as predicted by both the B3LYP and PBE
gives an incorrect sign for the IFF. The fact that the SCRF functionals within 3 per mil.
correction is much smaller than, or even opposite in sign to,  Figure 4 shows that the PBE exchargerrelation functional
the correction due to explicitly adding a second solvation shell with the 6-31G* basis set predicts the qualitative sense of
suggests that one needs explicit waters beyond the first shell tofractionation between Cgaq), CQ(g), HCO; (aq), and
get reliable results for the prediction of IFFs for these types of COz2~(aq) as a function of temperature with a supermolecule
species. model with 32 water molecules. The calculations with the PBE
The B3LYP/6-31G* calculation gives the wrong sense of functional overestimate the fractionation between HGaq)
fractionation between C{aq) and CQ(g), predicting that C® and CQ(g) by ~3 per mil. As shown in Table 5, the calculations
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CO,(aqg) PBE/6-31G*

CO+" (ag) PBE/6-31G*
HCO4(aq) PBE/6-31G*
201 HCO;(aq) B3LY Plaug-cc-pVDZ

€Oy (ag) B3LYPlaug-cc-pVDZ

Epsilon(o/oo)
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Figure 4. Temperature dependence of the predicted isotopic fraction-

ation (per mil). Epsilon is defined as.(— 1) x 1000. All results are
reported relative to C&g) and are calculated from vibrational spectra
on solute-solvent clusters with 32 water molecules at the PBE/6-31G*
and B3LYP/aug-cc-pVDZ levels. There are no error bars on the B3LYP

Rustad et al.

TABLE 7: Average Values for Major Vibrational
Frequencies for Aquo lons (cnT?) for the 32-Water Molecule
Clusters® (Standard Deviations in Parentheses)

bicarbonate B3LYP PBE expite
C—OH stretch 1061 (10) 1018 (14) 1017
O=C=0 symm stretch/ 1395 (30) 1360 (30) 1302
C—0O—H bend
O=C=0 symm stretch/ 1455 (20) 1440 (34) 1360
C—0O—H bend
O=C=0 asymm stre 1665 (14) 1613 (24) 1630
carbonate B3LYP PBE exyite
C=0 asymm stretch 1432 (14) 1397(30) 1380
C=0 asymm stretch 1518 (22) 1467(27) 1436

a2 0=C=0 bends near 680 crhand C out-of-plane bend near 800
cm* are diffusely distributed and not indicated.

conformers, the actual RPFR for bicarbonate is very close to
the estimated value. The actual RPFR for carbonate is more
than 2 per mil below the estimated value.

The average frequencies and standard deviations for the
modes (computed from at least 13 sample configurations for
each species) contributing most to the isotope fractionation are

calculations because only a single conformer has been subject togiven in Table 7 for the large systems at the PBE/6-31G* and
calculations at that level. Solid lines are experimental measurementsB3LYP/6-31G* level. In Figure 5 we show the vibrational

taken from ref 4 with uncertainties applied. Key: blue, HCQO,-
(9); green, C&:COx(g); red, CQ(aq):CQ(g). Note that the B3LYP/
aug-cc-pVDZ results for HC@ lie fortuitously almost exactly on top
of the PBE/6-31G* results for C&r.

TABLE 6: Sorted RPFR Values (25°C), and Associated
Redlich—Teller Products (Left-Hand Side of Eq 2) in
Parentheses, Calculated with PBE/6-31G* for Each of the
Thirteen 32-Water Conformations

CO»32H,0

COs+32H,0%

HCO3:32H,O~

1.1790 (0.1166)
1.1799 (0.1182)
1.1803 (0.1172)
1.1808 (0.1127)
1.1820 (0.1175)
1.1827 (0.1127)
1.1830 (0.1179)
1.1832 (0.1177)
1.1833 (0.1162)
1.1835 (0.1172)
1.1838 (0.1172)
1.1839 (0.1123)
1.1840 (0.1179)

1.1936 (0.1182)
1.1939 (0.1165)
1.1943 (0.1183)

1.1950 (0.1176)
1.1955 (0.1182)

1.1958 (0.1180)
1.1958 (0.1183)
1.1959 (0.1171)
1.1964 (0.1171)
1.1965 (0.1175)
1.1966 (0.1169)

1.1969 (0.1179)
1.1975 (0.1178)

1.1959 (0.1180)
1.1970 (0.1169)
1.1973 (0.1173)

1.1986 (0.1179)
1.1988 (0.1182)

1.1989 (0.1181)
1.1989 (0.1167)
1.1991 (0.1178)
1.1992 (0.1173)
1.1995 (0.1171)
1.1999 (0.1176)

1.2003 (0.1166)
1.2019 (0.1177)

a Conformer violates RedlichTeller product rule. Fractionation
factor not included in average in Table 4.

with the B3LYP functional and the 6-31G* basis on the
supermolecule model with 32 water molecules perform signifi-
cantly worse for the ionic species, overestimating the fraction-
ation factors by~7 per mil at 25°C. Overall, the PBE/6-31G*
calculations are superior to the B3LYP/6-31G* calculations for
predicting isotope fractionation in these species in water.

On the basis of the B3LYP/6-31G* and B3LYP/aug-cc-pVDZ
results for the HC@7H,0O~ and CQ9H,0?" systems, we can

modes contributing greater than 0.1 (red) and 0.01 (blue) to
the RPFR for both the solvated bicarbonate and carbonate ions.
The bare dianion C&~ hasDs, symmetry with a degenerate
asymmetric stretching mode' (symmetry) and a completely
symmetric stretching mode j(asymmetry). The harmonic
symmetric stretch in the bare ion cannot contribute to the IFF,
as the C atom does not move. The main contributor to the
isotope fractionation in the isolated ion is the asymmetric stretch
followed by the inversion mode. In our supermolecule model
of the solution, the asymmetric modes split and are, as expected,
the main modes responsible for the isotopic fractionation. In
isolated HC@~, the predominant modes contributing to the
isotope fractionation are the-®O stretching modes for the GO
group, the CG-O(H) stretch mode and the-©—H bend. The
bend and the high-energy—® stretch are strongly coupled.
The inversion mode also has a significant change on isotopic
substitution. These contributions remain the most important ones
in solution. The mode with the large-amplitude-O motion
transto the C-O—H bend has a lower frequency than the mode
having the C-O motion cis to the CG-O—H bend. From the
standard deviations given in Table 7, and from Figure 5, it is
evident that a number of modes from the supermolecules
contribute to the fractionation, including solvent modes coupling
to the ion modes. This indicates a significant dependence of
the vibrational frequencies on the soldtlvent conformation.
Vibrational frequencies for C§£(aq) and HC@ (aq) have
been measure®;>*¢however, these are anharmonic frequencies
and can only be indirecttyy compared with the calculated
harmonic frequencies used to predict the isotope fractionation
factors. For example, the harmonic PBE frequencies are closer
to the experimentally measured (anharmonic) frequencies than

estimate the reduction in the RFPR expected for the large systemB3LYP. As indicated in the gas-phase calculations reported

by taking -B3LYP/6-31G*//(32H0O) x [B-B3LYP/aug-cc-
pVDZ/I(7,9H,0)])/(5-B3LYP/6-31G*//(7,9H0)]. Estimates for

above, this closer agreement is not because PBE necessarily
does a better job of predicting vibrational frequencies but is

the ionic species are given in Tables 4 and 5. The results differ because harmonic calculated frequencies are being compared
by less than 1 per mil from the measured value for bicarbonate to anharmonic experimental frequencies. Note that for the

and differ by 1.2 per mil from the measured value for carbonate.

bicarbonate asymmetric stretch, the average PBE harmonic

Single conformers (with RPFRs near the average value) werefrequency (1613 cmt) is lower than the experimental anhar-

chosen from the B3LYP/6-31G*//32) set for carbonate and

monic value, indicating that PBE is underestimating vibrational

bicarbonate. These were optimized at the B3LYP/aug-cc-pVDZ frequencies in solution, just as it does in the gas-phase
level and vibrational frequencies were calculated. For the single calculations in Table 2. The frequencies of £i@ aqueous
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Figure 5. Modes making contributions to the fractionation factor at the 0.1 (red) and 0.01 (blue) levels, fa(HOR,~ (above), and CefH0):2~
(below). The graphs on the left are calculated using the B3LYP functional and those on the right are calculated using the PBE functional.
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solution have also been measufe®The assignments between RPFR value (1.2107) is obtained for calcite with B3LYP/6-
these two papers are inconsistent and the 1995 paper is noB1G*/3-21G. Using the aug-cc-pVDZ basis on the central
consistent with our results for the symmetric stretch. carbonate reduces the RPFR to 1.2073. It is difficult to know
It is instructive to look in more detail at the contributions to how to compare the plane-wave basis sets of ref 15 with the
the RPFRs as a function of frequency. These are depicted inGaussian basis sets used here.
Figure 6, which shows the cumulative valueftv) for each
species. Solvent coupling “rounds off” the steps present at the |y piscussion
fractionating frequencies. The coupling is strongest for the
librational modes below 1100 crhand the H-O—H bending We have further tested and improved the supermolecule
modes 16061700 cnt*. Contributions from the ©H stretch- approach for the ab initio prediction of isotope fractionation by
ing band in the 30003500 cnT?! range are small because the including information from systematically collected multiple
C atom does not move much, if any, in these modes. In the configurations. Our calculations based on solvent configuration
case of CQ(aq), the solvent coupling is negligible in the DFT  sampling suggest that with approximately 10 configurations, the
approximation. The particular positions of the contributing standard error in the mean is close to 0.5 per mil and is less
modes depend on the conformation of the solvent and solute,important than the computational method/model (e.g., the choice
but the overall conformational dependence of the final RPFR of basis set, the size of the solvation shell chosen to represent
is surprisingly small given the sensitivity of the RPFR to the the system, and for DFT, the choice of exchangerrelation
vibrational frequencies. functional). This finding is an argument in favor of using the
IIl.C. Carbonate Minerals. The frequencies and isotopic  static supermolecule approd@R® rather than a molecular
shifts of the main fractionating modes calculated using PBE/ dynamics approaéh to predict isotopic fractionation. The
6-31G*/3-21G are given in Table 8. The RPFRs and IFFs are benefit of including very large numbers of configurations (i.e.,
given in Tables 9 and 10, respectively. The predicted fraction- more than 16-20) through thermal averaging using a dynamics-
ation factors are in reasonably good agreement with experi- based method does not appear to be an important factor in
ment®10and with previous calculations using a more rigorous predicting isotopic fractionation (although there might be other
lattice dynamics approadh One would expect that tHe-point arguments in favor of the dynamics approach, for example,
frequencies reported in ref 15 would be closer to our calculations including anharmonic frequency softening). Despite the rather
(which do not include the phonon contribution), and this is wide variation in the particular positions of the major fractionat-
indeed the case. However, one must keep in mind that theing modes, there appears to be a compensation effect, making
exchange-correlation function/basis set error cancellation per- the net predicted RPFR relatively insensitive to these variations.
sists in the solid state, at least in the case of calcite; a very high This is similar to what is found for predictions of the free energy
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¥ . TABLE 8: Cluster Model Calculations of Frequencis (cn?)
- for Mineral Systems?
F o T——— mineral V1 2 V3 V3b Va vap  SOUIce
= calcite 1078 823 1478 1478 685 684 'C
2 1.15} 1078 798 1436 1436 683 682 C
= calcite 1101 868 1497 1497 708 708 C
g CcO (aq) 1101 842 1455 1455 706 706 C
Bl . 1083 875 1433 1434 713 713  expt
5 2 dolomite 1092 830 1498 1498 702 701 *2C
2 « 1092 806 1456 1456 700 699 C
1092 881 1441 1441 724 724 expt
1985 magnesite 1099 833 1519 1519 720 720 2C
- - - 1099 810 1477 1477 718 718 C
1098 885 1465 1465 753 753 expt
1 e : ' —~ aragonite 1076 835 1503 1474 683 677 C
OB R et o T SN SR 1076 810 1461 1433 681 675 1iC
QUENCY Hiem 1084 862 1481 1472 712 700  expt
1.2l : : ' ! ' ayy: COz symmetric stretchvz: CO;s inversion.vs: C—O asym-
L « we mapg metric stretchy,; O—C—0 bend. Experimental values (anharmonic)
k are taken from the compilation in ref 68Calculation done with the
B3LYP functional and the aug-cc-pVDZ basis on the central carbonate.
ol (%)t 4
"5‘ CO 2'(a ) TABLE 9: Cluster Model Calculations of RFPRS for
= y 3 aq Mineral Systems?
B Ll Lg | f; 25°C 100°C 300°C
g calcite 1.1994 (1.210y 1.1390 1.0666
B " ref 51 1.2037
1.05} " 1 ref 68 1.1973
ref 15 1.2043 1.4215 1.0679
aragonite 1.2014
ref 15 1.2067
10 500 1000 1500 2000 2500 3000 3500 4000 dolomite 1.2032 11417 1.0681
ref 15 1.2072 1.1442 1.0703
FREQUENCY Jom magnesite 1.2074
. ) . i ref 15 1.2073
T # "5 o aae o 2 Calculations, unless otherwise indicated, are at the PBE/6-31G*/
e’ 3-21G level.” Calculation done at B3LYP/6-31G*/3-21G.
.
T TABLE 10: Cluster Model Calculations of Isotope
2 g HCOs (aq) Fractionation Factors (per Mil) for Mineral Systems
é 5 - IFF calc expt lattice dynamiés
g et ; €calcite-bicarbonate 0.4 0.9
E : €calcite-CO(g) 11.5 9.0
& " €aragonite-calcite 1.7 1.8 2.0
1.05 ¢ €magnesite-calcite 6.7 53
fdolomit&calcite(loooc) 2.4 1.5 1.8
Edolomitecalcite‘(3000(:) 1.4 0.7 1.0
: : ; : a Calculations listed under “lattice dynamics” heading are taken from
0 500 1000 1500 2000 2500 3000 3500 4000 ref 15.

FREQUENCY lfem

Figure 6. Cumulative contribution to the reduced partition function
ratio (8) for COx(H,O)s: (top), CQ(H:0)s#~ (middle), and HCGQH;O)s5
(bottom) for all conformations calculated using PBE/6-31G*.

closer to experiment than B3LYP/6-31G* for the larger clusters
is because one has a cancellation of errors between the use of
a smaller basis set and the use of a pure DFT exchange
correlation functional. The agreement between the estimated and
of solvation of ions where a single, dominant configuration calculated RPFRs for single conformations of the large systems
provides a very good estimate of this propéfty?! On the other at the B3LYP/aug-cc-pVDZ supports this observation. Thus,
hand, the results shown in Table 6 indicate that it is important the B3LYP/aug-cc-pVDZ combination is probably the most
to consider more than a single solvesblute conformer when  accurate, consistent with previous results showing that hybrid
calculating isotope fractionation factors in agueous systems to functionals and diffuse basis functions improve the description
ensure that one does not have an unrepresentative conformernf hydrogen bonding in aqueous systeifi$* However, the
Calculations on the smaller clusters with the larger basis setaug-cc-pVDZ basis is much more expensive computationally
with diffuse functions give some insight into why the PBE/6- than the 6-31G* basis (1404 vs 632 basis functions for the 32-
31G* combination appears to work well. In predicting the RPFR, water systems with C§£~) and the pure PBE functional has a
the small-cluster results show that changing the exchange better formal scaling oN® versusN* for B3LYP for N basis
correlation functional from B3LYP to PBE (hybrid to pure functions.
exchange-correlation functional) has an effect similar to The results in Figure 4 for the temperature dependence of
improving the basis set from 6-31G* to aug-cc-pVDZ. The PBE/ the fractionation between the aqueous species andgr€how
6-31G* combination is thus similar to the B3LYP/aug-cc-pVDZ that whereas the PBE/6-31G* calculations are successful in
combination. The reason that the PBE/6-31G* combination is reproducing relative equilibrium fractionation factors of all major
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inorganic carbon reservoirs, improvements are still needed approaches discussed above, such as MP2 and coupled-cluster
before truly quantitative~1 per mil (or less) accuracy can be theory with augmented correlation-consistent basis sets to
approached. Calculations on the £32H,0?~ and HCQ:32H,O~ mineral systems with currently available software. Such calcula-
single conformers at the B3LYP/aug-cc-pVDZ level are close tions would provide a useful complement to the more traditional
to this level of accuracy, and the level of agreement between lattice dynamics approach, that is restricted, in general, to DFT
the extrapolated results of the multiconformer systems at the and HF calculations that can be of limited accuracy due to the
B3LYP/6-31G* level, especially for bicarbonate (which is pseudopotential approximation in the case of plane-wave basis
known with higher accuracy) is encouraging. As mentioned in sets, or with convergence difficulties associated with diffuse
the Introduction, experimental scatter in th@alues reported  basis functions, in the case of periodic codes with Gaussian
between different laboratories has been close to 3 per mil, basis sets.

especially for the Cg¥~/COx(g) fractionation’. However, reports An interesting result is the breadth of the distribution of
of significantly higher HC@ /CO,(g) fractionations have largely  vibrational frequencies that contribute to the isotope fractionation
been discountédand it seems unlikely that the experimental factor in the supermolecule approach. For the bare iong?CO
results of Zhang et dlare in error by more than 0.5 per mil, has 6 vibrational modes and H@Ohas 9 vibrational modes.
even for carbonate. Figure 5 shows that substantially more modes are involved in

Several avenues could be explored to improve our calcula- the prediction of the IFF. We note especially that there is a
tions. In terms of isotopic fractionation, we have not looked at Strong coupling of the high-frequency-@© stretches with the
the issue of size convergence beyond 32 water molecules. The20 bends in the solvent. In addition, there is a coupling of
DFT-MD calculations on the 64-water systems suggests that it the HOC bend with the solvent bends in the case of BHICO
would be of interest to check the calculations on the aqueous We also note that at frequencies below 1000 &there is little
species with even more water molecules at the same level ofcoupling of the low-frequency €0 stretch or of the inversion
theory; it appears that approximately 64 waters may be necessar)?mde with the solvent modes in terms of a Iargg contribution
to fully define the second solvation shell. Such explorations t© the IFF. However, there can be smaller mixings of these
could also include the presence of counterions such aszer modes with the solvent modes in this Iowe_r frequency region.
as a tight ion pair or as a separate solvated ion in the large OUr results show that the local solvent environment can play a
supermolecule cluster, although this would probably require "0!€ in determining IFFs. This implies that IFFs could be quite
more than 64 water molecules. Previous studies on smallerdifferentin the different microenvironments present in geologi-
systems show some indication that ion pairs may be important €@l Systems, for example, in interfacial environments.
in determining fractionation factofsHowever, it has not yet Another practical implication of this work for the carbonate
been shown if counterions are important if there are a large SyStém in particular is that we now have a solid foundation for
number of solvent molecules beyond the first solvation shell. calculations of other aqueousarbonate systems where ex-
The results presented here imply that counterions are probablyPerimental measurements are difficult. For example, the isotopic
not needed for 1 per mil accuracy. Another task is to improve COMposition of trace carbonate components in minerals formed
the electronic structure treatment such as by using molecularin Paleo-soils is important for the calculation of atmospheric

orbital theory with a treatment of correlation at the MP2 level COQz levels in the geologic paSt. Establishing that these
with a basis set including diffuse functions such as the fractionation factors can be calculated accurately will increase

augmented correlation-consistent basis sets aug-cc-pvDZ orthe usefulness of computational chemistry in unraveling the
aug-cc-pVTZ on the large 32 water clusters studied here at themolecular-level dgtalls of paleo_cllmate recor!struqthn, helping
DFT level with the PBE and B3LYP functionals. Although [0 @nswer questions concerning the precise timing of the
calculations on the small systems indicate that IFFs obtained "€cording of isotopic signatures during aqueous-mediated crystal
with MP2/aug-cc-pVDZ are very close to B3LYP/aug-cc-pVDZ growth processes associated with mineral formation in geologi-
for the ionic species, MP2 calculations include some of the Cal environments?
correlation effects needed to treat weak interactions such as the )
ones under investigation here and would be especially importantV- Conclusions
in the treatment of the IFF_for CGq) supgrmolecules. As noted The calculations presented here point to the following
above, curre_nt.DFT functionals do not include features for_ the onclusions. First, in large clusters with around 30 water
correct prediction of van der Waals forces. MP2 calculations 15|ecyles forming two solvent shells, conformational variability
on systems of this size are at the limit of current computational 5sgociated with about 10 configurations gives standard errors
capabilities?>®Another direction would involve incorporating i the reduced partition function ratios of approximately 0.5
anha_rmonlc_ corrections, for example, by using vibrational self- per mil, which is small compared to nonsystematic errors
consistent field method¥. resulting from the choice of computational method. Second,
In terms of the carbonate minerals, we note that a complete solvated clusters involving around 30 water molecules, without
analysis of isotopic fractionation in solid-state systems requires additional treatment of solvation effects, and with frequencies
a thorough treatment of lattice dynami€$1-68As indicated in calculated at the PBE/6-31G* level, are capable of giving
Table 4, our cluster approach yields carbon-isotope fraction- qualitative calculation of isotopic fractionation in the gas-phase,
ations in reasonably good agreement with experiment and with aqueous, and solid-state carbonate system with erx8rper
other calculations. However, the contribution from the phonons mil. Part of this success results from a cancellation of errors
(i.e., beyond thd™-point) is missing and this is manifested in  associated with using a combination of the small basis set, which
the better agreement of our results with fipoint fractionation tends to overestimate the reduced partition function ratios, with
factors reported in ref 15. The Pauling bond strength-conservingthe PBE exchangecorrelation functional, which tends to
termination method implemented here places calculations onunderestimate them. Calculations presented here indicate that
the mineral systems on the same footing as calculations on thethis error could be reduced to approximately 1 per mil at the
aqueous and gas-phase systems and allows an easily impleB3LYP/aug-cc-pVDZ level. The calculated temperature depen-
mented pathway to explicitly correlated molecular orbital-based dence of the fractionation factors agrees well with experimental
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measurements. Calculations with smaller numbers of water (21) Pople, J. A;; Binkley, J. S.; Seeger,IR. J. Quantum Chem. Symp.
; ; :1ne1976 10, 1.

mc_)leculels can?_ot achlevle thItS level c;f accuracyl,_tart1_d clalculatlo?s (22) Urey, H. C.J. Chem. Socl947 562

using only continuum solvent are not even qualitatively correct,  53) gigeleisen, J.: Mayer, M. GL. Chem. Phys1947, 15, 261.

regardless of the type of solvation model employed. Third,  (24) Redlich, 0Z. Phys. Chem. B935 28, 371. The work of E. Teller

calculations on cluster models of carbonate minerals, using the(unpublished) is quoted by: Angus, W. R.; Bailey, C. R.; Hale, J. B.; Ingold,

; ; ; . K.; Leckie, A. H.; Raisin, C. G.; Thompson, J. W.; Wilson, C. W.
same computational methods as used in modeling the aqueou hem. Soc1936 971. Herzberg, GMolecular Spectra and Molecular

systems, give good estimates of carbon-isotope fractionationssirycture I1. Infrared and Raman Spectra of Polyatomic MolecuNém

for mineral-aqueous-gas systems. Thus, quantum-chemical Nostrand: New York, 1945; pp 231238.

approaches allow a comprehensive theoretical integration of the (gg) lo_miSiMJ-B MTenmliCCiéBV;v (?asmmi, thei—|mé R.eé 2005 _102 239% b
relative isotopic fractionation factors for the gas, aqueous, and M.(A.;)Cr:sgsémén',d.ﬂ;ec.;Sl\hohtgdhqecry,eg.eA'., dr.}'vfgf:r?,af; 'Ku'c’iin(,) e
mineral phases of importance in the Earth’s carbon cycle. Fourth, N.: Burant, J. C.; Millam, J. M.; lyengar, S. S.; Tomasi, J.; Barone, V.;
there is a mixing of the modes of the ion with the solvent leading Mennucci, B.; Cossi, M.; Scalmani, G.; Rega, N.; Petersson, G. A;

to more than the minimal number of vibrational modes in the Nakatsuji, H.; Hada, M.; Ehara, M.; Toyota, K. Fukuda, R.; Hasegawa, J.;

ion being important in determining the isotope fractionation

factor.
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